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A B S T R A C T   

The identification of plant species in alpine steppes of Northern Tibet is of great significance for revealing 
community structures and for monitoring vegetation degradation and restoration from remote sensing images. 
Plants in the alpine steppe of Northern Tibet are short, sparse, and highly heterogeneous in spatial distribution. 
This peculiarity makes the plant species identification here much more difficult than the identification of plants 
with high spatial homogeneity. We aimed to explore the potential of close-range hyperspectral imaging for plant 
species identification in alpine steppe under field conditions. Specifically, we assessed which spectral bands are 
effective and which classification methods are suitable for plant species identification. A close-range hyper-
spectral image of grassland in Nagqu, Tibet were acquired in August 2018. Four methods, including derivatives, 
continuum removal, spectral indices, and principal components were used to enhance the differences in spectral 
characteristics between plant species. Then, two band selection methods, including Mahalanobis distance and 
variable importance evaluations based on a random forest (RF) were used to reduce dimensionality and select 
indicators beneficial for identifying grass species. Four datasets were constructed based on those indicators and 
were used as the input data for four classifiers, support vector machine (SVM), RF, artificial neural network 
(ANN), and spectral angle mapper (SAM). We found that (1) bands selected using Mahalanobis distance and 
variable importance evaluation method showed that the red bands, red edge bands, and spectral indices were 
important for plant species identification; (2) among the four classifiers, the ANN classifier had the highest 
overall classification accuracy on Dataset 3 of the reflectance images, which was 94.73%, and the Kappa coef-
ficient was 0.93; (3) the machine learning algorithms RF and ANN performed well for identifying plant species, 
with an overall accuracy more than 91.59% and kappa coefficient above 0.89. These results suggest that close- 
range hyperspectral image and machine-learning classifiers, such as RF and ANN, can be used to effectively 
identify plant species in alpine steppe.   

1. Introduction 

Alpine steppe forms two-thirds of the total area of Tibetan Plateau 
(TP) and is one of the world’s most important ecosystems (Cui and Graf 
2009; Yao et al. 2019). It not only performs important ecological func-
tions such as climate control, water conservation regulation, biodiver-
sity conservation, wind and sand fixation, and carbon storage at a global 
scale (Sun et al. 2019), but it also provides critical ecosystem services, 
such as pastoral production, cultural inheritance, tourism, and recrea-
tion at local and regional scales (Dong et al. 2020). Located in the hin-
terland of the TP, the Northern Tibet alpine steppe serves as a major 

ecological security barrier and a special livestock farming base in the 
plateau (Liu et al. 2013; Kemp et al. 2013). Alpine steppe is sensitive to 
climate warming and anthropogenic activities (Chen et al. 2014a). 

Since the 1980s, under the combined effects of climate change and 
unreasonable human activities such as overgrazing, alpine grassland on 
the Tibetan Plateau has undergone considerable degradation (Lehnert 
et al. 2013). Grassland degradation creates structural imbalances in 
vegetation communities, leading to native plant species extinction and 
noxious weeds invasion. A series of measures have been adopted to 
restore grassland ecology on TP, including fence enclosures, grazing 
management, cultivated grassland, and rodent pest control (Harris et al. 
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2016; Zhao et al. 2018; Yao et al. 2019). The TP covers a vast area and is 
characterized by extreme weather patterns. Manual grassland degra-
dation monitoring and ecological restoration on TP are currently inef-
ficient and highly labor intensive. 

Plant species identification is a classic and hot issue (Xiao et al. 
2018). If remote sensing images can be used to identify grass species, it 
can also be used to develop important grassland community structure 
indices, such as those for dominant grassland community species and 
community species compositions, which is of great significance for the 
regional scale monitoring of grassland degradation and ecological 
restoration. 

The plant species identification on TP is affected by special weather 
conditions and vegetation characteristics. Cold weather conditions, 
short plant growth seasons (Ma et al. 2016), and high financial costs of 
experiments make it difficult to collect hyperspectral data. Vegetation 
grows well in July and August when temperatures relatively warm, but 
this period also coincides with the rainy season. Thus, suitable periods 
for hyperspectral data acquisition are short. Also, the alpine steppe is 
sparse (Ding et al. 2013), plants are short and heterogeneous, and can-
opy spectral characteristics are easily disturbed by soil under the grass. 
Therefore, the identification of plant species requires the use of remote 
sensing sensors of high spectral and spatial resolutions. So, it is difficult 
to identify different plant species using low- and medium-resolution 
remote sensing images, including hyperspectral images of low spatial 
resolutions. Due to the limitations of hyperspectral image acquisition, 
plant species on TP have not been identified at the level of individuals 
using remote sensing images. 

It was recently found that hyperspectral sensor outputs offer 
considerable information on nutrient content and species compositions 
(Cushnahan et al. 2016). Their narrow bands reveal rich spectral dif-
ferences between plant species. In addition, data sources such as un-
manned aerial vehicles (UAVs) and LiDAR images provide more 
opportunities for plant species identification. Remote sensing tools 
commonly used for plant species identification are shown in Table 1. 
Remote sensing data required to study spatially homogeneous grass-
lands are considerably different from those required to identify spatially 
heterogeneous short grasslands. For plant species identification of ho-
mogeneous grasslands, satisfactory accuracy can be achieved by using 
airborne hyperspectral images (Mansour et al. 2012; Kopeć et al. 2019), 
UAV multispectral data (Lu and He 2017), or LiDAR images (Fisher et al. 
2018). But plant species identification for heterogeneous grasslands is 
more difficult than homogeneous grasslands and need to use hyper-
spectral images with higher spatial resolution. 

In identifying heterogeneous short plant species, previous research 
has mainly focused on the use of ground-based, non-imaging 

spectroscopy (e.g. ASD) to analyze spectral features at the leaf scale and 
the determination of which sensitive bands are conducive to species 
differentiation (Cushnahan et al. 2016; Liu et al. 2013). These works 
provide useful theoretical explorations for plant species identification. 
But there is still a long way to identify heterogeneous short plant species 
from remote sensing images. A close-range imaging spectrometer can 
acquire hyperspectral images of grasslands under natural conditions 
when a hyperspectral sensor is mounted at a certain height above 
ground (e.g. 1–1.5 m) (Mishra et al. 2017). Close-range hyperspectral 
images have been used for identifying mangrove species (Cao et al., 
2018) and plant species in mixed grassland communities (Lopatin et al. 
2017). It was shown that close-range hyperspectral imagery has the 
potential for plant species identification. However, the use of close- 
range hyperspectral imagery for classification of alpine plant species 
under field conditions has not been reported. Considering the charac-
teristics and importance of alpine grassland plants, it is necessary to 
explore the application of close-range hyperspectral imagery for 

Table 1 
Remote sensing instruments commonly used for plant species detection and 
monitoring.  

Sensor types Instruments Publications 

In-situ point sensor e.g. ASD, HR1024 Cushnahan et al. 2016;  
Deng et al. 2019 

In-situ imaging sensor e.g. Crane-mounted 
hyperspectral 
imaging sensor 

Monteiro et al. 2008 

Airborne Spectrographic 
Imager 

e.g. CASI, AISA-Eagle, 
HySpex images 

Mansour et al. 2012; Kopeć 
et al. 2019; Sabat-Tomala 
et al. 2020 

Spaceborne 
Spectrographic 
Imager 

e.g. HJ-1A/HSI Ai et al. 2020 

LiDAR e.g. Leica ALS70 LiDAR 
system 

Fisher et al. 2018 

UAV with multi-spectral 
imaging spectrometer 

e.g. Tarot T15 Octorotor 
with a modified Canon 
camera 

Lu and He 2017 

UAV with hyperspectral 
imaging spectrometer 

e.g. DJI Matrice 600 with 
LCTF imaging camera 

Ishida et al. 2018  

Fig. 1. Flowchart of plant species identification using close-range hyper-
spectral imagery. 

E. Liu et al.                                                                                                                                                                                                                                       



Ecological Informatics 61 (2021) 101213

3

identifying alpine plants species as a basis for further work to identify 
alpine plants species at a larger scale. 

Our aim was to evaluate the application of close-range hyperspectral 
imagery in identification of alpine grass species under field conditions. 

Our objectives were to clarify the following questions: (1) is close-range 
hyperspectral imagery applicable to the identification of alpine grass-
land species; (2) what are the differences in spectral characteristics be-
tween different species of alpine vegetation; (3) what spectral bands or 

Fig. 2. Study area. (a) The location of Northern Tibet in the Tibetan Plateau. (b) the location of Study site.  

Fig. 3. Spectrometer, close-range hyperspectral imagery, and field photos of plants. (a) The Rikola hyperspectral camera. (b) close-range hyperspectral imagery of a 
0.65 mm spatial resolution of the study site. (c), (d), (e), and (f) are photos of plants in the field. 
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indices favor the distinction of alpine vegetation; and (4) which classi-
fier is more effective in identifying vegetation species? 

First, we acquired a close-range hyperspectral remote sensing image 
of degraded alpine grassland in Naqu. Second, multiple feature vari-
ables, such as spectral indices, were obtained by spectral feature trans-
formation and operation to enhance differences in spectral 
characteristics between plant species. Third, the Mahalanobis distance 
method and variable importance assessment based on the RF algorithm 
were used to select spectral bands and indices favorable for plant species 
identification. Then, four datasets were established to compare the 
effectiveness of the selected bands for plant species classification. 
Finally, we used four classifiers for classification and accuracy com-
parisons. Our objective was to explore ways of identifying plant species 
in alpine degraded grasslands based on close-range hyperspectral im-
ages. The workflow of the plant species identification is summarized in 
Fig. 1. 

2. Materials and methods 

2.1. Study area 

Our study area was in Nagqu, Northern Tibet (Fig. 2), China. The 
plateau has a subfrigid monsoon semihumid climate. The climate of the 
Northern Tibet Plateau is cold, presenting an average annual tempera-
ture of 0.1 ◦C for several years. The hottest temperatures in Northern 
Tibet occur in July with an average temperature of 10.0 ◦C while 
January is the coldest month with an average temperature of − 11.2 ◦C 
(Chu et al. 2007). July and August are optimal months for vegetation 
growth. 

Nagqu includes the largest pastoral area found in Tibet with grass-
land here accounting for 34.3% of the total grassland area in Tibet (Chen 
et al. 2014b). The grassland community in Nagqu has a simple species 
composition, a simple community structure, and a fragile ecosystem. 

2.2. Hyperspectral image acquisition and preprocessing 

We used the Rikola hyperspectral camera (Fig. 3(a)) developed by 
the Senop company of Finland to obtain a hyperspectral image of sparse 
alpine grasslands. The image includes 39 bands of 10 nm spectral res-
olutions ranging from 450 nm to 950 nm. Since the instantaneous field 
of view of the spectrometer was fixed at 36.5◦, the image size and spatial 
resolution of close-range hyperspectral imagery were determined using 
the height of the instrument above the ground. The further from the 
ground, the larger the corresponding surface area and the coarser the 
spatial resolution. During the image acquisitions, the instrument was 
fixed at a height of 1 m above the ground with the camera being at a 
near-vertical viewing direction to the ground. The spatial resolution of 
the hyperspectral image was 0.65 mm, and the image footprint was 0.67 
m × 0.67 m. The image covered the four main grass species in this area. 
A whiteboard was placed as a reference during imaging while dark 
current data were acquired from the instrument. 

The image was acquired at noon on August 3, 2018. Dark current 
data were acquired and used to perform radiation correction and obtain 
a radiation image. We selected 400 whiteboard pixels from the map to 
calculate their average radiation value. Then, the radiance image was 
converted into a reflectance image based on the reflectance of the 
whiteboard. The reflectance of the whiteboard was provided by Senop. 
Then, the whiteboard section of the image was removed to obtain the 
final hyperspectral reflectance image of grassland shown in Fig. 3(b). 
The image included a total of 494,915 pixels with 515 columns and 961 
rows. The coverage area was 0.21 square meters. Although a single 
image cannot cover all grass species in northern Tibet, the grass species 
in this image have characteristics common of grasses on the TP, such as 
sparseness and shortness. Therefore, this close-range hyperspectral 
image is representative of the landcover. 

2.3. Feature extraction 

2.3.1. First-order, second-order derivatives, and continuum removal 
Hyperspectral data are rich in spectral information, which allows for 

the accurate identification of plant species but also generates a consid-
erable amount of redundant data. As the spectral reflectance of multiple 
plant species are also often very similar, we needed to enhance the 
differences between the spectral characteristics (e.g. spectral reflection 
or absorption characteristics) between plant species and reduce the 
amount of data that was useless for plant species identification. 

We employed first- and second-order derivative and continuum 
removal methods to enhance differences between plant species. Spectral 
differential transformation is one of the most used feature analysis 
methods for hyperspectral remote sensing data (e.g. first- and second- 
order derivatives). Many studies have shown that a derivative spec-
trum can reduce low-frequency background noise and the influence of 
the atmosphere (Zhang et al. 2014; Cui et al. 2019). Spectral differen-
tiation is widely used for tree species identification (Xu et al. 2019) and 
crop disease. In addition, due to the effectiveness of analyzing and 
intensifying the spectral characteristics in vegetation, continuum 
removal has been widely used to estimate leaf area indices, crop vari-
eties, and vegetation diseases (Luo et al. 2019; Izzuddin et al. 2018). 

2.3.2. Spectral indices derived from hyperspectral images 
Spectral indices are effective and simple algorithms for the quanti-

tative analysis of vegetation properties and involve using certain bands 
of hyperspectral data to perform various mathematical calculations to 
obtain meaningful values. 

Hyperspectral sensors generate better vegetation classification re-
sults than multispectral sensors, and their narrow bands allow for the 
selection of bands and the creation of narrowband indices for a range of 
biophysical and biochemical properties (Cushnahan et al. 2016). A 
number of spectral indices have been developed to detect and map the 
following three vegetation properties: (1) structural properties, 
including fractional cover (Gao et al. 2020), green leaf biomass (Celleri 
et al. 2019), leaf area indices (LAIs) (Broge and Leblanc 2001; Din et al. 
2017), and FPAR (Tan et al. 2018) canopy biochemical properties, 
including water (Pasqualotto et al. 2018), plant chlorophyll content 
(Liang et al. 2016; Liu et al., 2015), and N, P, and K content in crops (Din 
et al. 2017; Lu et al. 2019); and (3) plant physiological stress (Zhang and 
Zhou 2019; Feng et al. 2017). 

Spectral indices are widely adopted to assess and monitor biophys-
ical and biochemical vegetation states, which is helpful for agricultural 
applications such as the management of crop nutrition and growth for 
agriculture (Huete 2012). Many academic publications show that SR, 
NDVI, PRI, and TVI spectral indices effectively predict vegetation 
structure parameters such as the LAI and fractional cover(Prasad, 2011) 
and track changes in plant physiology associated with photosynthetic 
efficiency (Gamon and Surfus 1997; Cushnahan et al. 2016). In this 
study, we extracted PRI, TVI, SR1, NDVI, and SR2 spectral indices for the 
classification of plant species. The formulas of these spectral indices are 

Table 2 
Selected spectral indices for grass classification. Rx denotes the reflectance at 
wavelength x nm.  

Spectral indices Formula References 

Normalized difference 
vegetation index (NDVI) 

(R804 - R654)/ (R804 +

R654) 
Rouse et al. 1974; ( 
Tucker, 1978) 

Simple ratio index1(SR1) R800/R675 Jordan 1969;  
Blackburn 1998 

photochemical reflectance 
index (PRI) 

(R570-531)/ (R570R531) (Gamon et al., 1997) 

Triangular Vegetation Index 
(TVI) 

(120 (R750-R550)-200 
(R670-R550))/2 

Broge and Leblanc 
2001 

Simple ratio index2(SR2) R750/R700 Lichtenthaler et al. 
1996  
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shown in Table 2. 

2.3.3. Principal components of hyperspectral images 
Principal component analysis (PCA) is a technique used to emphasize 

variations and reveal strong patterns in a dataset (Arsa et al. 2018). The 
principal component transformation of hyperspectral images can 
maximize the amount of effective information in data and reduce data 
dimensions. We performed principal component transformation on 39 
reflectance spectral bands. The first principal component was retained 
for classification because it had the largest variance and retained the 
most information of the original data. 

2.3.4. In situ sample data 
From photos in the book “Atlas of Rangeland Plants in Tibet”, we 

found four plant species in the hyperspectral image: Kobresia humilis 
(Fig. 3(c)), Leontopodium pusillum (Fig. 3(d)), Potentilla saundersiana 
(Fig. 3(e)), and Saussurea stoliczkae (Fig. 3(f)). Among them, Kobresia 
humilis is the dominant species (excellent forage), Potentilla saundersiana 
and Saussurea stoliczkae are associated species, and Leontopodium pusil-
lum is a degenerative indicator grass of the TP alpine steppe. The grasses 
are about 2–20 cm tall with narrow leaves. The image also contains soil 
and stones. Thus, 6 types of objects are shown in the hyperspectral 
image. Photos taken by camera were used as the basis for selecting 
samples from the hyperspectral image. 

2.3.5. Statistic analyses for the spectral characterization of plant species, 
soil, and stones 

It has been found that different plant species have significantly 
different spectral curve characteristics (Schmidt and Skidmore 2001). 
Spectral differences form the basis for plant species identification. Due 
to their high spatial resolution, the leaves of different types of grass are 
clearly shown on the close-range hyperspectral image, which is benefi-
cial for selecting pure pixels. 

Using the field photos as a reference, we selected 32,352 pixels from 
the hyperspectral image and used them as samples to calculate the mean 
spectral reflectance, mean first-order derivative, mean second-order 
derivative, and mean continuum removal spectra of six kinds of ob-
jects. We used 10,155, 3372, 847, 6304, 6358, and 5316 pixels as 
training samples for Kobresia humilis, Potentilla saundersiana, Saussurea 
stoliczkae, Leontopodium pusillum, soil, and stones, respectively. Then, we 
analyzed the spectral characterizations of the plant species, soils, and 
stones based on the differences we observed. 

2.4. Image classification for plant species, soil, and stones 

We identified plant species using four steps: (1) input image prepa-
ration; (2) training data collection; (3) algorithm application for clas-
sification; and (4) map accuracy assessment. 

2.4.1. Input images 
As high spatial and spectral resolution generate large amounts of 

data, calculations, and storage, we selected effective bands using the 
Mahalanobis distance method and variable importance assessment 
based on the RF algorithm to compress the data as much as possible 
while maintaining effective information for vegetation recognition. 

To compare the effectiveness of the selected bands for classification, 
we established four datasets for plant species identification. Dataset 2 
includes bands selected based on the Mahalanobis distance combined 
with PC1 and five vegetation spectral indices. Dataset 1 is composed of 
bands selected from Dataset 2 via variable importance evaluation based 
on random forests. Dataset 3 is composed of reflectance data with 39 
bands. All unfiltered reflectance images, first derivative images, second 
derivative images, continuum removal images, PC1 data, and the five 
vegetation spectral indices were used to construct the fourth dataset 
with a total of 171 bands.  

(1) Band selection based on Mahalanobis distance 

Large data volumes and redundant information are common prob-
lems encountered in the field of hyperspectral target recognition (Qu 
and Liu 2017). Multi-feature information extracted from hyperspectral 
data includes both information useful for plant species recognition and 
large amounts of redundant information. The vast amount of data that 
hyperspectral sensors gather introduces so many dimensions that ac-
curacy levels can be hindered rather than improved (Hughes and Gordon 
1968; Pal and Giles 2010). As not all features are helpful for classifica-
tion, we selected bands beneficial for distinguishing plant species from a 
large collection of data using feature selection methods and then con-
structed the dataset used for classification. 

Mahalanobis distance was first coined by Indian statistician Maha-
lanobis (Mahalanobis, 1936). It is an efficient tool for identifying dif-
ferences between various vectors and has been successfully applied for 
tree and crop species recognition and hyperspectral anomaly detection 
(Zhang et al. 2015; Zhao et al. 2018). If an outlier follows a chi-square 
distribution (Brereton and Richard 2015), a critical value is of 0.01 
significance level with 2 degrees of freedom and 99% confidence. An 
observation can be considered extreme when its Mahalanobis distance 
exceeds 9.21 (Atkinsonand Marco 2014).  

(2) Band selection based on variable importance evaluation 

We used a variable importance evaluation based on the RF algorithm 
to filter features with strong impacts on plant species recognition. The 
multivariate feature importance measure of the RF model has been 
extensively exploited in different scenarios, including to reduce the 
number of dimensions in hyperspectral data and identify the most 
relevant multisource remote sensing and geographic data (Belgiu and 
Lucian 2016). It uses bootstrapping with sampling to select n samples 
from the sample set as a training set and then trains and generates a 
decision tree using the training set obtained from sampling. m training 
sets then generate m decision trees and individually evaluate how much 
each variable contributes to every decision tree in the random forest 
averaged over all trees to measure the importance of each variable in the 
random forest (Menze et al. 2009). Then, a small subset of ‘strong var-
iables’ is used for classification. 

2.4.2. Collection of training data for algorithms 
The same samples described in Section 2.3.5 were used to train 

classifiers. 

2.4.3. Classifiers for plant species identification 
Classification is central to plant species identification and should 

comprehensively utilize multiple data sources and process high- 
dimensional data. Support vector machine (SVM), random forest (RF), 
and artificial neural network (ANN) approaches are forms of supervised 
machine learning and are widely used for vegetation classification using 
hyperspectral imagery (Ai et al. 2020; Sabat-Tomala, 2020, Amlekar and 
Gaikwad 2019). Spectral angle mapper is a commonly used method of 
hyperspectral image classification. To identify classifiers suitable for the 
classification of plant species shown in hyperspectral images, four 
classifiers were employed to classify the above four datasets.  

(1) Support vector machine (SVM) 

SVM is based on statistical learning theory. It maps linear indivisible 
samples of low-dimensional input space to a high-dimensional space by 
a linear mapping algorithm to make them linearly separable (Wang et al. 
2018). The SVM kernel function plays a vital role in its performance. 
Radial basis function, linear kernel function, and sigmoid kernel func-
tion are commonly used kernel functions. Here, we chose the radial basis 
function for its efficiency and smaller number of computational diffi-
culties (Sabat-Tomala et al. 2020). 

E. Liu et al.                                                                                                                                                                                                                                       
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(2) Random forest (RF) 

The RF classifier is an ensemble classifier that produces multiple 
decision trees from a randomly selected subset of training samples and 
variables (Belgiu and Lucian 2016), and the classification results are 
based on scores obtained by voting with multiple classification trees. 
The RF classification model is sensitive to the impact of the number of 
trees and the number of variables chosen to grow the tree (Zakrani et al., 
2019). Refer to the research results of Liu et al. (2013), the number of 
trees was set to 100 in this case. The number of variables was set to the 
square root of the total number of feature variables.  

(3) Artificial Neural Network (ANN) 

Scholars have developed various forms of neural network models 
and algorithms, such as convolutional neural network (CNN), feedfor-
ward neural network (FNN), and Kohonen self-organizing network 
(SOM). A Multilayer perceptron (MLP) is one of the representative 
feedforward neural network models and ensures high recognition ac-
curacy when performing robust training (Driss et al. 2017). Rectified 
linear unit (ReLU) is the most successful and commonly used activation 
function in neural networks. We adopted an MLP neural network model 
with ReLU activation function for our study.  

(4) Spectral angle mapper (SAM) 

SAM is a measurement method based on the similarity of spectral 
dimension curves. The algorithm determines the spectral similarity be-
tween two spectra by calculating the angle between the spectra, treating 
them as vectors in a space with dimensionality equal to the number of 

bands (Kuching 2007). A smaller angle indicates a higher degree of 
matching with the reference spectrum. Many of our experiments indi-
cated a relatively good classification effect is achieved when the angle 
was set to 0.3. When the angle was higher than 0.3, there was no sig-
nificant improvement in the classification result, so the maximum angle 
threshold was set to 0.3. 

2.4.4. Map accuracy assessment 
Using the field photos as a reference, another 35,300 pixels of sample 

data for the six types of objects were collected from the hyperspectral 
images for accuracy verification. Training samples and testing samples 
were different data, and they were independent of each other. The 
testing samples of Kobresia humilis, Potentilla saundersiana, Saussurea 
stoliczkae, Leontopodium pusillum, soil, and stones were 5291, 6164, 
1127, 6759, 10,530, and 5429 pixels, respectively. We use those samples 
as ground truth regions of interest (ROIs) to verify the accuracy of our 
classification results. The classification results of the four datasets were 
based on the same validation samples used for accuracy evaluation. 
Overall accuracy (OA) and kappa coefficient values are used to evaluate 
the accuracy of plant species identification. 

3. Results 

3.1. Spectral characteristics of plant species, soil, and stones 

As shown in Fig. 4(a), the reflectance of soil was significantly lower 
than the spectral reflectance of vegetation and stone at 450–900 nm, and 
thus vegetation and soil could be easily distinguished according to the 
spectral difference. Stone had the highest reflectance at a range of 
594–630 nm and was significantly different from vegetation in the near- 

Fig. 4. Spectral characteristic curves of the four plant species. (a) the reflectance curves, (b) the first-order derivative spectral curves, (c) the second-order derivative 
spectral curves, and (d) continuum removal spectral curves. 
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infrared band. Thus, it is also easy to distinguish between stone and 
vegetation. However, the spectral curves of the different plant species 
were similar and easy to confuse. For example, the spectral reflectances 
of Kobresia humilis and Potentilla saundersiana were similar within the 
visible band while those of Leontopodium pusillum and Saussurea sto-
liczkae were similar within the near infrared band. The spectra of all four 
plant species had steep slopes in the range of 680–750 nm. 

Fig. 4(b) shows that the first-order derivative values of the four plant 
species were higher than those of soil and stone at 600–820 nm. Within 
this wavelength range, Potentilla angustifolia had the highest first de-
rivative value, and soil and stone had much lower values than grasses. 
Fig. 4(c) shows that the difference between the second-order derivative 
values of the six objects was not as obvious as the difference between the 

spectral reflectance and first-order derivative values. Spectral difference 
bands were as follows: 624 nm, 644–674 nm, 694 nm, 714 nm, 744 nm, 
764 nm, 784 nm, and 814–844 nm. Fig. 4(d) shows that variations in the 
continuum removal spectral values of the four plant species were 
considerable at 520–730 nm, with values for stones and soil significantly 
higher than those of grass, and with values for the four plant species 
being low and having pronounced differences between them. 

3.2. Selection of spectral bands for image classification 

The Mahalanobis distance of the four typical plant species based on 
the reflectance, first-order derivative spectra, second-order derivative 
spectra, and continuum removal spectra were separately calculated 
(Fig. 5(a), Fig. 5(b), 5(c) and 5(d), respectively). Bands with Mahala-
nobis distance exceeding 9.21 were selected as shown in Table 3. The 11 
bands selected based on the Mahalanobis distance together with PC1 
and five spectral indices (5 bands) totaled 17 bands, which constituted 
Dataset 2. We employed the variable importance evaluation based on 
the RF model to select bands from Dataset 2 because it had many bands. 
The results of the importance evaluation are shown in Table 4. Reflec-
tance (647 nm), PCA1, and SR2 were the top three indicators for grass 
species identification based on the variable importance evaluation 
method. The first ten bands in Table 4 were used to construct Dataset 1, 
as these ten bands contributed to about 90% of the classification results. 

Here, we used a total of six types of data sources, namely reflectance, 
first-order derivatives, second-order derivatives, continuum removal, 
principal component transformation, and spectral indices. To facilitate 
our understanding of different variables, we selected one variable for 

Fig. 5. Mahalanobis distance between four plant species. (a), (b), (c), and (d) are the Mahalanobis distance between plant species based on the reflectance images, 
first-order derivative spectra, second-order derivative spectra, and the continuum removal spectra, respectively. 

Table 3 
Spectral features selected via Mahalanobis distance analysis based on original 
spectra, first-order derivative spectra, second-order derivative spectra, and 
continuum removal spectra.  

Band types Wavelength 
(nm) 

Mahalanobis 
distance 

Number of 
bands 

Reflectance 647,714,734 10.81, 10.74, and 
9.24 

3 

First-order derivative 
spectral 

634,704,724 9.24, 11.9, and 
10.34 

3 

Second-order derivative 
spectral 

647,714 13.17 and 14.10 2 

Continuum removal 
spectral 

647,714,734 12.13, 9.81, 9.61 3  

E. Liu et al.                                                                                                                                                                                                                                       



Ecological Informatics 61 (2021) 101213

8

each of the six data sources to display its images, and the results are 
shown in Fig. 6. 

3.3. Plant species classification results of 4 datasets 

The four hyperspectral datasets described in Section 2.4.1 were used 
to identify plant species with the four classifiers described in Section 
2.4.3. The classification accuracy results are shown in Table 5. 

Dataset 3 was composed of reflectance images without feature 
transformation, and we used its classification result as a reference. For 
Dataset 4, the classification accuracy using RF, ANN, and SAM methods 
were higher than Dataset 3, and Dataset4 using ANN had the highest OA 
of 95.08% (kappa = 0.94). Thus, those bands after feature trans-
formation effectively improved the accuracy of plant species classifica-
tion, although the effectiveness may be affected or weakened by the 
classifier’s ability to process high-dimensional data. For Dataset 1, the 
classification accuracies using the RF and SAM methods were higher 
than that of Dataset 3. RF had the highest performance among the four 
classifiers with an overall accuracy of 94.57% and kappa coefficient of 
0.93. The classification accuracies of Dataset 1 and Dataset 2 were close 
to, or in some cases, higher than the accuracies when using Dataset3. 
Therefore, these selected bands by using Mahalanobis distance and 
variable importance evaluation based on the RF model performed well 
for plant species identification even though it had far fewer bands. 

The grass distribution map for SVM, RF, ANN, and SAM methods 
applied to Dataset 1 at 0.65 mm resolution are shown in Figs. 7(a) and 7 
(b). 

Table 4 
Evaluating the importance of variables by the RF algorithm.  

No Variables name Variables 
importance 

No Variables name Variables 
importance 

1 Reflectance 
(647 nm) 

14.98% 10 Continuum 
removal spectral 
(647 nm) 

4.43% 

2 PCA1 13.67% 11 First-order 
derivative 
spectral(724 
nm) 

3.58% 

3 SR2 12.39% 12 First-order 
derivative 
spectral(634 
nm) 

3.29% 

4 Second-order 
derivative 
spectral(647 
nm) 

9.44% 13 TVI 3.16% 

5 NDVI 8.56% 14 PRI 0.11% 
6 SR1 8.01% 15 Second-order 

derivative 
spectral(714 
nm) 

0.00% 

7 Reflectance 
(734 nm) 

7.18% 16 Continuum 
removal spectral 
(714 nm) 

0.00% 

8 Reflectance 
(714 nm) 

6.54% 17 Continuum 
removal spectral 
(734 nm) 

0.00% 

9 First-order 
derivative 
spectral(704 
nm) 

4.68%     

Fig. 6. Six types of variables. (a) Reflectance (647 nm), (b)First-order derivative spectral(704 nm), (c) Second-order derivative spectral(647 nm), (d)Continuum 
removal spectral(647 nm), (e) SR2, (f) PCA1. 

Table 5 
Accuracy for the four datasets.   

Number of bands SVM RF ANN SAM 

Kappa OA Kappa OA Kappa OA Kappa OA 

Dataset1 10 0.86 88.63% 0.931 94.57% 0.89 91.59% 0.74 78.71% 
Dataset 2 17 0.89 92.13% 0.92 93.61% 0.90 92.66% 0.77 80.98% 
Dataset 3 39 0.91 92.96% 0.93 94.34% 0.93 94.73% 0.69 74.84% 
Dataset 4 171 0.82 86.05% 0.93 94.56% 0.94 95.08% 0.75 79.98%  
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4. Discussion 

4.1. Applicability of close-range hyperspectral for plant species 
identification 

Presently, the two main types of remote sensing images used for 
plant species identification are hyperspectral imagery and UAV multi-
spectral images. Some studies have identified invasive plant species and 
noxious weeds using field hyperspectral data (measured by HR-1024 or 
ASD) resampled to relatively low spatial resolution imagery, such as HJ- 
1A/HIS or AISA Eagle images (Mansour et al. 2012; Ai et al. 2020). Lu 
et al. (2017) used UAV imagery to identify grassland species composi-
tions. However, the accuracy of plant species identification achieved by 
past work does not exceed 88.64% (Mansour et al. 2012). 

Our classifications exceeded an accuracy of 91% using the four 
datasets and the SVM, RF, and ANN methods, even though the spectral 
resolution of the hyperspectral imager we used was lower than that of 
the ASD spectrometer, and the spectral range was narrower than that of 
the ASD spectrometer. These accuracies indicated that a spectral reso-
lution of 10 nm and a spectral range of 400–900 nm were sufficient to 
identify the plant species in our study. 

The classification accuracies from our results relied on the high 
spatial resolution of close-range hyperspectral images. Considering 
the characteristics of grasses in Northern Tibet, the spatial resolution of 
remote sensing images is an important factor for the identification of 
plant species. The spatial resolution of our close-range hyperspectral 
images was (0.65 mm) greater than the width of Kobresia humilis leaves, 
which had the thinnest leaves (about 3.5–5 mm) of the four plant spe-
cies, so these leaves were clearly identified and this spatial resolution 
formed a foundation for the identification of plant species at the level of 
individuals. 

The limitation of our experiment was that the close-range imaging 
camera acquired hyperspectral images of small areas. But our findings 
can provide guidance for further research on the identification of alpine 
plants species at larger spatial and temporal scales. 

4.2. Effectiveness of the selected spectral bands and indicators 

Eleven bands were selected from 156 bands based on the Mahala-
nobis distance. The wavelengths of 647 nm and 634 nm belong to the red 
band, while the wavelengths of 704 nm, 714 nm, 724 nm, and 734 nm 
belong to the red-edge bands. In the selection results, the red bands 
appeared three times, and the red edge bands appeared seven times, 
which indicated that these two bands were important for identifying the 
plant species. This result is consistent with the conclusions by Liu et al. 
(2013), who found that the positioning of a red edge reflects differences 
in the main vegetation types found in alpine meadows. 

The contribution of the above six data sources and corresponding 
variables based on the variable importance evaluation method was 
shown in Table 6. Spectral indices were the most important data sources 
for classification results (especially SR) and were thus central to iden-
tifying the plant species in our study. The continuum removal spectra 

Fig. 7. SVM, RF, ANN, and SAM classification results based on Dataset 1.  

Table 6 
The contribution of the six data sources and corresponding variables.   

Data sources Variables Contribution Total 
contribution 

1 Spectral indices SR2 12.39% 32.22% 
NDVI 8.56% 
SR1 8.01% 
TVI 3.16% 
PRI 0.11% 

2 Reflectance 647 nm 14.98% 28.7% 
734 nm 7.18% 
714 nm 6.54% 

3 First principal component PC1 13.67% 13.67% 
4 First derivative 704 nm 4.68% 11.54% 

724 nm 3.58% 
634 nm 3.29% 

5 Second order derivative 647 nm 9.44% 9.44% 
714 nm 0.00% 

6 Continuum removal 
spectral 

647 nm 4.43% 4.43% 
714 nm 0.00% 0.00% 
734 nm 0.00% 0.00%  
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contributed the least to grass species identification. Differences in the 
chlorophyll content, cell structures, and water content of different plant 
species directly affect the spectral indices. The simple ratio (SR) vege-
tation index compares peaks in absorption and reflection caused by 
chlorophyll. George et al. (2019) found that the simple ratio correlates 
strongly with chlorophyll. Liu et al. (2013) found that indices that fully 
describe chlorophyll absorption characteristics and cellulose absorption 
features can better distinguish plant species, which may be the reason 
why SR (including SR2 and SR1) contributed so much to our classifi-
cation results. 

The selection results based on the Mahalanobis distance method and 
the variable importance evaluation method showed that the red bands, 
red edge bands, and spectral indices are important variables for grass 
species identification. 

4.3. Effects of mapping algorithms on image classification 

Among the four classifiers, RF and ANN performed well, with an OA 
of more than 91.60%, and the kappa coefficient was above 0.89. SAM 
performed the worst, with an average OA of 78.63% (kappa = 0.74) for 
the four datasets. 

The classification accuracy of the four classifiers varied with the 
number of features used. Based on the RF method, the classification 
accuracies of the four datasets were all more than 93%. RF yielded an 
average classification accuracy of 94.27% (Kappa = 0.93) for the four 
datasets, which was better than the performance of the other three 
classifiers. For the ANN method, the highest effectiveness was achieved 
with more bands. The ANN map produced the highest overall accuracy 
when dealing with high-dimensional data (Dataset 4), with an overall 
accuracy of 95.08% and a kappa of 0.938. The classification accuracy of 
SVM was significantly reduced when processing high-dimensional data. 
The classification results of the four datasets using the SAM method 
showed that the classification accuracy of Dataset 3 was the lowest with 
an OA of 74.84% (kappa = 0.69). The overall performance of ANN was 
better than SVM and SAM, which was consistent with the results re-
ported by Shaharum et al. (2018). 

Locally enlarged views of the reflectance image and its classification 
results reveal more differences (Fig. 8). For Potentilla saundersiana, RF 
and ANN performed well at identification. However, SVM incorrectly 
classified some Potentilla saundersiana pixels as Leontopodium pusillum, 
and SAM classified some Potentilla saundersiana pixels as Saussurea 
stoliczkae. 

It should be noted that SVM and ANN classifiers can be subdivided 
into many different types, and their performance may differ. Also, the 
number of decision trees in the RF algorithm, the type of kernel function 
used in SVM, the activation function and the number of hidden layers in 
the ANN algorithm, and the maximum angle threshold of the SAM will 
affect the classification results. The classification performances of these 
classifiers may generally depend on the number of samples, data types, 

and specific research objectives (Cao et al. 2018). 

5. Conclusion 

Here, we explored different methods of identifying plant species of 
an alpine steppe using a close-range hyperspectral remote sensing image 
that we acquired from Naqu in Tibet, China. We analyzed the spectral 
characteristics between the different plant species, the importance of the 
spectral bands for plant species identification, and the effectiveness of 
the classifiers. First, we found that bands selected using the Mahalanobis 
distance and variable importance evaluation method showed that the 
red bands, red edge bands, and spectral indices were important for plant 
species identification. Second, the classification accuracy of the four 
classifiers varied with the number of features used. Among the four 
classifiers, the ANN classifier had the highest overall classification ac-
curacy on Dataset 3 of reflectance images, which was 94.73%, and the 
Kappa coefficient was 0.93. Third, the machine learning algorithms RF 
and ANN performed well for identifying plant species, with overall ac-
curacies of more than 91.59% and kappa coefficient above 0.89. Based 
on the RF method, the classification accuracies of the four datasets were 
all more than 93%. Our results suggest that close-range hyperspectral 
image and machine-learning classifiers, such as RF and ANN, can be 
used to effectively identify plant species in alpine steppe. 

Our results provide the foundation needed for further research on the 
identification of alpine plants species and the analysis of grassland 
community structures at larger spatial and temporal scales. The insights 
gained from the implementation of our methods in future studies will 
provide vital information on the detection of alpine grassland degra-
dation and the progress of ecological restoration. 
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Rivera, Juan Pablo, Moreno, José, 2018. Remote Estimation of Canopy Water 
Content in Different Crop Types with New Hyperspectral Indices. In: Paper presented 
at the IGARSS 2018–2018 IEEE International Geoscience and Remote Sensing 
Symposium, Valencia, Jul 23–27. https://doi.org/10.1109/IGARSS.2018.8517523. 

Prasad, Thenkabail, 2011. Hyperspectral vegetation indices. Hyperspectral remote 
sensing of vegetation. CRC Press. 

Qu, Yufu, Liu, Ziyue, 2017. Dimensionality reduction and derivative spectral feature 
optimization for hyperspectral target recognition. Optik 130, 1349–1357. https:// 
doi.org/10.1016/j.ijleo.2016.11.143. 

Rouse, J.W., Haas, R.H., Schell, J.A., Deering, D.W., 1974. Monitoring vegetation 
systems in the Great Plains with ERTS. In: Freden, Stanley C., Mercanti, Enrico P. 
(Eds.), Third Earth Resources Technology Satellite-1 Symposium. National 
Aeronautics and Space Administration, Greenbelt, pp. 301–317. 

Sabat-Tomala, Anita, Raczko, Edwin, Zagajewski, Bogdan, 2020. Comparison of support 
vector machine and random Forest algorithms for invasive and expansive species 
classification using airborne hyperspectral data. Remote Sens. 12 (3), 516. https:// 
doi.org/10.3390/rs12030516. 

Schmidt, K.S., Skidmore, A.K., 2001. Exploring spectral discrimination of plant species in 
African rangelands. Int. J. Remote Sens. 22 (17), 3421–3434. https://doi.org/ 
10.1080/01431160152609245. 

Shaharum, N.S.N., Shafri, H.Z.M., Gambo, J., Abidin, F.A.Z., 2018. Mapping of Krau 
Wildlife Reserve (KWR) protected area using Landsat 8 and supervised classification 
algorithms. In: Remote Sensing Applications: Society and Environment, 10, 
pp. 24–35. https://doi.org/10.1016/j.rsase.2018.01.002. 

Sun, Jian, Zhang, Zhenchao, Dong, Shikui, 2019. Adaptive management of alpine 
grassland ecosystems over Tibetan Plateau. Pratacultural Sci. 36, 933–938. https:// 
doi.org/10.11829/j.issn.1001-0629.2019-0224. 

Tan, Changwei, Wang, Dunliang, Zhou, Jian, Ying, Du, Luo, Ming, Zhang, Yongjian, 
Guo, Wenshan, 2018. Remotely assessing fraction of photosynthetically active 

radiation (FPAR) for wheat canopies based on hyperspectral vegetation indexes. 
Front. Plant Sci. 9, 776. https://doi.org/10.3389/fpls.2018.00776. 

Tucker, Compton J., 1978. Red and photographic infrared linear combinations for 
monitoring vegetation. Remote Sens. Environ. 8, 127–150. https://doi.org/10.1016/ 
0034-4257(79)90013-0. 

Wang, Haizhu, Guo, Wenxin, Zhao, Ruifeng, Zhou, Bo, Chao, Hu., 2018. A real-time 
online security situation prediction algorithm for power network based on Adaboost 
and SVM. In: Paper presented at the International Conference on Security with 
Intelligent Computing and Big-data Services, April 6-7. https://doi.org/10.1007/ 
978-3-030-16946-6_42. 

Xiao, Q., Li, G., Xie, L., Chen, Q., 2018. Real-world plant species identification based on 
deep convolutional neural networks and visual attention. Ecol. Informatics 48, 
117–124. https://doi.org/10.1016/j.ecoinf.2018.09.001. 

Xu, Kai-jian, Tian, Qing-jiu, Xu, Nian-xu, Yue, Ji-bo, Tang, Shao-fei, 2019. Classifying 
Forest dominant trees species based on high dimensional time-series NDVI data and 
differential transform methods. Spectrosc. Spectr. Anal. 39 (12), 3794–3800. 
https://doi.org/10.3964/j.issn.1000-0593(2019)12-3794-07. 

Yao, Xixi, Wu, Jianping, Gong, Xuyin, Lang, Xia, Wang, Cailian, Song, Shuzhen, 
Ahmad, Anum Ali, 2019. Effects of long-term fencing on biomass, coverage, density, 
biodiversity and nutritional values of vegetation community in an alpine meadow of 
the Qinghai-Tibet Plateau. Ecol. Eng. 130, 80–93. https://doi.org/10.1016/j. 
ecoleng.2019.01.016. 

Zhang, Dong, Zhang, Fei, 2014. Application of fractional differential in preprocessing 
hyperspectral data of saline soil. Trans. Chin. Soc. Agric. Eng. 30 (24), 151–160. 
https://doi.org/10.3969/j.issn.1002-6819.2014.24.018. 

Zhang, F., Zhou, G., 2019. Estimation of vegetation water content using hyperspectral 
vegetation indices: a comparison of crop water indicators in response to water stress 
treatments for summer maize. BMC Ecol. 19 (1), 18. https://doi.org/10.1186/ 
s12898-019-0233-0. 

Zakrani, abdelali, Hain, Mustapha, Namir, Abdelwahed, 2019. Investigating the use of 
random forest in software effort estimation. Procedia computer science 148, 
343–352. https://doi.org/10.1016/j.procs.2019.01.042. 

Zhang, Yuxiang, Bo, Du, Zhang, Liangpei, Wang, Shugen, 2015. A low-rank and sparse 
matrix decomposition-based Mahalanobis distance method for hyperspectral 
anomaly detection. IEEE Trans. Geosci. Remote Sens. 54 (3), 1376–1389. https:// 
doi.org/10.1109/TGRS.2015.2479299. 

Zhao, Xinquan, Zhao, Liang, Li, Qi, Chen, Huai, Zhou, Huakun, Xu, Shixiao, 
Dong, Quanmin, Wu, Gaolin, He, Yixin, 2018. Using balance of seasonal herbage 
supply and demand to inform sustainable grassland management on the Qinghai- 
Tibetan Plateau. Front. Agric. Sci. Eng. 5 (1), 1–8. https://doi.org/10.15302/J- 
FASE-2018203. 

E. Liu et al.                                                                                                                                                                                                                                       

https://doi.org/10.1016/j.biosystemseng.2017.09.009
https://doi.org/10.1016/j.biosystemseng.2017.09.009
https://doi.org/10.1109/IGARSS.2008.4779742
https://doi.org/10.1109/IGARSS.2008.4779742
https://doi.org/10.1109/TGRS.2009.2039484
https://doi.org/10.1109/TGRS.2009.2039484
https://doi.org/10.1109/IGARSS.2018.8517523
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf3333
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf3333
https://doi.org/10.1016/j.ijleo.2016.11.143
https://doi.org/10.1016/j.ijleo.2016.11.143
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf0295
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf0295
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf0295
http://refhub.elsevier.com/S1574-9541(21)00004-2/rf0295
https://doi.org/10.3390/rs12030516
https://doi.org/10.3390/rs12030516
https://doi.org/10.1080/01431160152609245
https://doi.org/10.1080/01431160152609245
https://doi.org/10.1016/j.rsase.2018.01.002
https://doi.org/10.11829/j.issn.1001-0629.2019-0224
https://doi.org/10.11829/j.issn.1001-0629.2019-0224
https://doi.org/10.3389/fpls.2018.00776
https://doi.org/10.1016/0034-4257(79)90013-0
https://doi.org/10.1016/0034-4257(79)90013-0
https://doi.org/10.1007/978-3-030-16946-6_42
https://doi.org/10.1007/978-3-030-16946-6_42
https://doi.org/10.1016/j.ecoinf.2018.09.001
https://doi.org/10.3964/j.issn.1000-0593(2019)12-3794-07
https://doi.org/10.1016/j.ecoleng.2019.01.016
https://doi.org/10.1016/j.ecoleng.2019.01.016
https://doi.org/10.3969/j.issn.1002-6819.2014.24.018
https://doi.org/10.1186/s12898-019-0233-0
https://doi.org/10.1186/s12898-019-0233-0
https://doi.org/10.1016/j.procs.2019.01.042
https://doi.org/10.1109/TGRS.2015.2479299
https://doi.org/10.1109/TGRS.2015.2479299
https://doi.org/10.15302/J-FASE-2018203
https://doi.org/10.15302/J-FASE-2018203

	Identification of plant species in an alpine steppe of Northern Tibet using close-range hyperspectral imagery
	1 Introduction
	2 Materials and methods
	2.1 Study area
	2.2 Hyperspectral image acquisition and preprocessing
	2.3 Feature extraction
	2.3.1 First-order, second-order derivatives, and continuum removal
	2.3.2 Spectral indices derived from hyperspectral images
	2.3.3 Principal components of hyperspectral images
	2.3.4 In situ sample data
	2.3.5 Statistic analyses for the spectral characterization of plant species, soil, and stones

	2.4 Image classification for plant species, soil, and stones
	2.4.1 Input images
	2.4.2 Collection of training data for algorithms
	2.4.3 Classifiers for plant species identification
	2.4.4 Map accuracy assessment


	3 Results
	3.1 Spectral characteristics of plant species, soil, and stones
	3.2 Selection of spectral bands for image classification
	3.3 Plant species classification results of 4 datasets

	4 Discussion
	4.1 Applicability of close-range hyperspectral for plant species identification
	4.2 Effectiveness of the selected spectral bands and indicators
	4.3 Effects of mapping algorithms on image classification

	5 Conclusion
	Declaration of Competing Interest
	Acknowledgments
	References


